
Preliminary Exam: Probability 
Time: 10:00am - 3:00pm, Friday, August 27, 2021. 
 
Your goal should be to demonstrate mastery of probability theory and maturity of 
thought. Your arguments should be clear, careful, and complete. 
 
The exam consists of six main problems, each with several steps designed to help you 
in the overall solution. 
 
Important: If you cannot solve a certain part of a problem, you still may 
use its conclusion in a later part! 
 
Please make sure to apply the following guidelines: 
1. On each page you turn in, write on the top left your assigned code number and on the top right the 
page number/total number of pages (m/n).  
Don't write your name on any page. 
 
2. Start each problem on a new page. 
  



Problem 1.  Let (Ω, ℱ, 𝑃)  be a probability space where Ω = [−1, 1]  ⊂  ℝ,  ℱ represents the Borel 

sets contained in Ω and 𝑃 =
𝜆

2
 , where 𝜆  is the Lebesgue measure. In what follows 𝑊,𝑋, 𝑌 are 

random variables which are defined on (Ω, ℱ, 𝑃).  Let  

 𝒢 = {𝐵 ∈ ℱ ∶  𝐵 = 𝐴 ∪ (𝐴 + 1), 𝐴 ⊂ [−1, 0]}  , where 𝐴 + 1 = {𝜔 + 1:𝜔 ∈ 𝐴}. 

       Example: 𝐴 = (−
2

3
, −

1

3
), 𝐴 + 1 = (−

2

3
+ 1,−

1

3
+ 1) = (

1

3
,
2

3
),  and 𝐵 = (−

2

3
, −

1

3
) ∪ (

1

3
,
2

3
).   

You can assume without proof that 𝒢 ⊂ ℱ  is a 𝜎 algebra.   

a. Let 𝑋 be a random variable that satisfies 𝑋(𝜔) = 𝑋(𝜔 + 1), 𝜔 ∈ [−1, 0]. 

 (Example 𝑋(𝜔) = sin (2𝜋𝜔) ).  Prove that {𝑋 ≤ 𝑥} ∈ 𝒢, 𝑥 ∈ ℝ, namely 𝑋 is 𝒢 measurable.  

 

b.  Let 𝑌 be a random variable.  Prove that 𝑌̃(𝜔) ≡ {

𝑌(𝑤)+𝑌(𝑤+1)

2
, −1 ≤ 𝜔 ≤ 0

𝑌(𝑤)+𝑌(𝑤−1)

2
,   0 < 𝜔 ≤ 1

 

is 𝒢 measurable.  

c.  Let  𝑊(𝜔) = {
1, −1 ≤ 𝜔 ≤ −

1

2

0,   −
1

2
< 𝜔 ≤ 1

 

What is 𝐸(𝑊| 𝒢) ?  Verify that your answer is correct.   

 

  



Problem 2. In this problem {𝐵𝑡 , 𝑡 ≥ 0} represents a Standard Brownian Motion (SBM) defined 

on its canonical space  (Ω = C[0,∞), {ℱ𝑡}𝑡≥0, ℱ, 𝑃) .   

Let 𝐵𝑡
∗=max
0≤𝑠≤𝑡

{𝐵𝑠}, 𝑡 ≥ 0  (“trailing maximum” of SBM).  Observe that with this notation the 

reflection principle states:  𝐵𝑡
∗ = |𝐵𝑡| in distribution, for 𝑡 ≥ 0.  Let 𝑇 > 0 be fixed.   

a. Let 𝑌𝑡 = 𝐵𝑇−𝑡 − 𝐵𝑇 , 0 ≤ 𝑡 ≤ 𝑇.  Calculate COV(𝑌𝑡, 𝑌𝑠), 0 ≤ 𝑡, 𝑠 ≤ 𝑇   

 

b.  Prove that {𝑌𝑡 , 0 ≤ 𝑡 ≤ 𝑇}  = {𝐵𝑡 , 0 ≤ 𝑡 ≤ 𝑇}  in distribution. 

 

c. (i)   Prove that 𝑌𝑇
∗ = 𝐵𝑇

∗ − 𝐵𝑇 , a. s. 

 

(ii)  Prove that |𝐵𝑇| = 𝐵𝑇
∗ − 𝐵𝑇  in distribution. 

  



Problem 3.  In what follows  n = 1, 2, …    

Let {𝐵𝑛} be a sequence of events and { ℱ𝑛} be a sequence of increasing 𝜎 algebras and 

assume that 𝐵𝑛 ∈ ℱ𝑛.   

Let  𝑌𝑛 = ∑ 1𝐵𝑘
𝑛
𝑘=1   and  𝑋𝑛 = 𝑌𝑛 − ∑ 𝑝𝑘(𝐵𝑘)

𝑛
𝑘=1 ,  where 

 𝑝𝑘(𝐵𝑘) = 𝐸(1𝐵𝑘|ℱ𝑘−1). 

a. (i) Prove that {𝑋𝑛 , ℱ𝑛}  is a martingale. 

 

(ii) Prove that {𝑌𝑛 , ℱ𝑛} is a submartingale and show its Doob’s decomposition. 

 

 

b.  Prove that {𝑋𝑛
2 − ∑ (𝑝𝑘(𝐵𝑘) − 𝑝𝑘

2(𝐵𝑘))
𝑛
𝑘=1 , ℱ𝑛}  is a martingale. 

 

Hint:  Observe that ∑ (𝑝𝑘(𝐵𝑘) − 𝑝𝑘
2(𝐵𝑘))

𝑛
𝑘=1   is ℱ𝑛−1 measurable. 

 

 

c. (i).  Prove that {𝑋𝑛
2 , ℱ𝑛}  is a submartingale.  

 

(ii).  Show the Doob’s decomposition of {𝑋𝑛
2 , ℱ𝑛}. 

  



Problem 4. Let {𝑋, 𝑋𝑛, 𝑛 =  1, 2, … }  be independent and identically distributed random 

variables so that 𝑋 is symmetric, (i.e.  𝑋 = −𝑋 in distribution)  and   

𝑃(|𝑋| > 𝑥) = {
1   𝑖𝑓    0 ≤ 𝑥 ≤ 1

𝑥−𝛼    𝑖𝑓    𝑥 > 1
 

where  0 < 𝛼 < 2  is a constant.   

Let {𝑏𝑛 ≥ 0, 𝑛 =  1, 2, … }  be a sequence of real numbers that satisfy ∑ 𝑏𝑛
𝛼∞

𝑛=1 < ∞.  

Prove: 

a. (i)   ∑ 𝑃 (|𝑋| >
1

𝑏𝑛
) < ∞∞

𝑛=1  

Hint: what can you say about lim
𝑛→∞

{
1

𝑏𝑛
} ? 

(ii)   𝐸 (𝑏𝑛𝑋 ∙ 1{|𝑋|≤ 1
𝑏𝑛
}
) = 0 

 

b.   ∑  𝐸 (𝑏𝑛
2𝑋2 ∙ 1

{|𝑋|≤
1

𝑏𝑛
}
) < ∞∞

𝑛=1  

Hint:  Recall that 𝐸(𝑌2) = ∫ 2𝑦𝑃(|𝑌| ≥ 𝑦)𝑑𝑦
∞

0
  for any random variable 𝑌. 

 

c. ∑ 𝑏𝑛 𝑋𝑛
∞
𝑛=1   converges a.s.   

  



Problem 5.  In what follows  n = 1, 2, …    

Let { 𝑋𝑛} be a sequence of uniformly bounded random variables, namely there exist a 

constant  𝐶 < ∞ so that  | 𝑋𝑛| ≤ 𝐶, 𝑎. 𝑠.   In what follows 𝑆𝑛 = ∑
 𝑋𝑘

2𝑘
𝑛
𝑘=1 .  

a.  (i)  Prove that 𝑆𝑛
𝑛→∞
→    𝑆, a.s.  where 𝑆 is a random variable. 

Hint: Why does  |∑
 𝑋𝑘

2𝑘
∞
𝑘=𝑛 |

𝑛→∞
→   0  a. s. ? 

 

(ii) Prove that  𝜑𝑆𝑛(𝑡) 𝑛→∞
→   𝜑𝑆(𝑡), 𝑡 ∈ ℝ  ,  where 𝜑𝑌(𝑡)  denote the characteristic 

function of a random variable Y. 

 

b.  For the rest of the problem {𝑋, 𝑋𝑛} are independent and identically distributed with 

𝑃(𝑋 = −1) = 𝑃(𝑋 = 1) = 1/2. 

(i) Calculate   𝜑 𝑋𝑘/2𝑘
(𝑡)  and present it as a real-valued function. Do the same for 

𝜑𝑆𝑛(𝑡). 

 

(ii) Present 𝜑𝑆(𝑡)  as an infinite product of real valued functions. 

 

c.  We continue with the setup of part b.  

(i) Find 𝜑𝑌(𝑡)  where 𝑌~Uniform (−1, 1). 

 

(ii)          Find the distribution of 𝑆.   

Hint: You may use the identity:  
sin (𝑡)

𝑡
= ∏ cos (

𝑡

2𝑘
∞
𝑘=1 ), 𝑡 ∈ ℝ    without proof. 

  



Problem 6.  Let {𝑋, 𝑋𝑛, 𝑛 =  1, 2, … }  be independent and identically distributed random 

variables so that 𝑋 is symmetric, ( i.e.  𝑋 = −𝑋 in distribution) and   

𝑃(|𝑋| > 𝑥) = {

1   𝑖𝑓    0 ≤ 𝑥 ≤ 𝑒

𝑒2

𝑥2ln (𝑥)
   𝑖𝑓    𝑥 > 𝑒

 

 

 We will use the notations: 

(1) 𝑆𝑛 = ∑  𝑋𝑘
𝑛
𝑘=1  ,    (2) 𝑌𝑛,𝑘 =  𝑋𝑘 ∙ 1{| 𝑋𝑘|≤√𝑛} , 𝑘 = 1,… , 𝑛,  (3)   𝑆̃𝑛 = ∑ 𝑌𝑘,𝑛

𝑛
𝑘=1  .   

Prove: 

a. (i)   𝑃(𝑆𝑛 ≠ 𝑆̃𝑛) ≤ 𝑛𝑃(|𝑋| > √𝑛)
𝑛→∞
→   0. 

 

      (ii)   𝐸(𝑆̃𝑛) = 0, 𝑛 = 1,2,… 

 

b. (i)   𝐸(𝑋2) = ∞ 

Hints: ∫
𝑑𝑥

𝑥𝑙𝑛(𝑥)
=  ln (ln(𝑥)) + 𝐶.  

   See also the hint in problem 4, part b. 

 

      (ii)  
𝐸(𝑌𝑛,1

2)

2𝑒2ln (ln(𝑛)) 𝑛→∞
→   1 

Hint:  𝑃(|𝑌𝑛,1| > 𝑥) = 𝑃(|𝑋| > 𝑥) − 𝑃(|𝑋| > √𝑛),   0 < 𝑥 ≤ √𝑛 

  

c.  (i)      
𝑆̃𝑛

𝑎𝑛
   converges in distribution to N(0, 1) as 𝑛 → ∞,  where 

 𝑎𝑛 = √2𝑒
2n ln (ln(𝑛)). 

 

       (ii)      
𝑆𝑛

𝑎𝑛
  converges in distribution to N(0, 1) as 𝑛 → ∞. 

                        

 


