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Abstract 
 
We investigate the clustering problem with data from a mixture of Gaussians that share a common but 
unknown covariance matrix. We start by considering Gaussian mixtures with two equally-sized 
components and derive a Max-Cut integer program based on maximum likelihood estimation. We prove 
its solution achieves the optimal misclassification rate when the number of samples grows linearly in the 
dimension, up to a logarithmic factor. For computational tractability, we develop an efficient spectral 
algorithm that also attains the optimal rate but requires the sample size to grow quadratically in the 
dimension. We conjecture that a quadratic sample size is needed for all polynomial-time algorithms, and 
gather numerical as well as theoretical evidence for the statistical-computational tradeoff. Finally, we 
generalize the Max-Cut to a k-means program that handles multi-component mixtures with possibly 
unequal weights. It enjoys similar optimality guarantees for mixtures of distributions that satisfy a 
transportation-cost inequality, encompassing Gaussian and strongly log-concave distributions. 
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