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Abstract 
 

We consider high dimensional regression frameworks where the number p of predictors exceed 

the number n of subjects. 

Recent work in high dimensional regression analysis has embraced an approach that consists of 

selecting random subsets with fewer than p predictors, doing statistical analysis on each subset, 

and then merging the results from the subsets. This ensemble approach makes it possible to 

construct methods for high dimensional data using methods designed for low dimensional data. 

Moreover, penalty methods such as Lasso that are unstable when p>n unless very stringent 

conditions are imposed, often produce more efficient predictors when used in the ensemble 

approach.  We examine the extent of the prediction risk improvement achieved by the ensemble 

approach when it is applied to Lasso, Lars, SCAD, the Elastic Net, and predictors based on 

variable selection methods. 

In particular, we use simulation results and real data to examine the relative risks of these 

procedures as we: (1) increase p, (2) increase correlation between variables,  (3) increase the 

number of weak signals. 
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