
Preliminary Exam: Probability.  
 
Time:  9:00am - 2:00pm, Friday, January 5, 2018. 
 
Your goal should be to demonstrate mastery of probability theory and maturity of thought. Your 
arguments should be clear, careful and complete. 
 
The exam consists of six main problems, each with several steps designed to help you in the 
overall solution.  
 
Important:  If you cannot solve a certain part of a problem, you still may use its conclusion in a 
later part!  
 
Please make sure to apply the following guidelines: 
 

1. On each page you turn in, write your assigned code number.  Don’t write your name on 
any page. 
 

2. Start each problem on a new page. 

  



Problem 1. 

Let  𝜑𝑋(𝑡), 𝑡 ∈ ℛ  denote the characteristic function (c.f.) of the random variable 

𝑋.  In what follows  
sin⁡(0)

0
= 1. 

a. Prove for each 𝑇 > 0:    
1

2𝑇
∫ 𝜑𝑋

(𝑡)𝑑𝑡 = 𝐸(
𝑇

−𝑇

sin⁡(𝑇𝑋)

𝑇𝑋
).  

 

b. (i) Prove that  
sin⁡(𝑇𝑋)

𝑇𝑋
  converges a.s. when 𝑇 → ∞  and identify its limit.   

       

(ii). Prove that   
1

2𝑇
∫ 𝜑𝑋

(𝑡)𝑑𝑡
𝑇

−𝑇
  converges when 𝑇 → ∞  and identify its limit.   

    Hint: 
sin(𝑢)

𝑢
⁡ , 𝑢 ∈ ℛ  is a bounded function. 

 

c.  Find a formula that calculates 𝑃(𝑋 = 𝑎), 𝑎 ∈ ℛ  from 𝜑𝑋(𝑡), 𝑡 ∈ ℛ .     

Hint: Work with   𝑌 = 𝑋 − 𝑎.  Express 𝜑𝑌(𝑡)⁡in terms of  𝜑𝑋(𝑡), 𝑡 ∈ ℛ.   

 

Problem 2.  Let  {𝑋𝑛}, {𝑌𝑛}, 𝑛 = 1, 2,… be 2 sequences of random variables defined on 

the same probability space. In what follows the symbol  " ⟹ " is used for convergence 

in distribution. 

a. Prove that if  𝑋𝑛 − 𝑌𝑛 → 0 in probability as 𝑛 → ∞⁡then for every uniformly 

continuous and bounded function 𝑓:ℛ → ℛ  we have:  

 𝐸(𝑓(𝑋𝑛)) − 𝐸(𝑓(𝑌𝑛)) → 0  as 𝑛 → ∞.⁡⁡  

Hint.  Recall: 𝑓 is uniformly continuous if for each 𝜖 > 0 there is 𝛿 > 0 so that 

|𝑥 − 𝑦| < 𝛿 implies |𝑓(𝑥) − 𝑓(𝑦)| < 𝜖. 

 

b. Prove:  If 𝑋𝑛 ⟹ 𝑋 and  𝑋𝑛 − 𝑌𝑛 → 0 in probability, then  𝑌𝑛 ⟹ 𝑋 .   
Hint:  To prove convergence in distribution it is enough to work with uniformly 
continuous and bounded functions. 
 

c.  Let  
n

kknX 1, }{  , 𝑛 = 1, 2, …   be a triangular array of random variables that are row-

wise independent and identically distributed with 

 ⁡⁡⁡𝑃(𝑋𝑛,𝑘 = 0) = 1 −
1

𝑛
−

1

𝑛1.5
 ,  ⁡⁡𝑃(𝑋𝑛,𝑘 = 1) =

1

𝑛
    and    𝑃(𝑋𝑛,𝑘 = 2) =

1

𝑛1.5
 

for⁡1 ≤ 𝑘 ≤ 𝑛.   
 
Let 𝑆𝑛 = ∑ 𝑋𝑛,𝑘

𝑛
𝑘=1  and 𝑇𝑛 = ∑ 𝑋𝑛,𝑘

𝑛
𝑘=1 ∙ 1{𝑋𝑛,𝑘<2}.   

(i) Prove that  𝑆𝑛 − 𝑇𝑛 → 0 in probability as 𝑛 → ∞. 
(ii) Prove that 𝑆𝑛 ⟹ 𝑆 as 𝑛 → ∞ and identify the distribution of 𝑆.  

 

 

 

 



Problem 3.  

Let {⁡𝑋𝑘}, 𝑘 = 1, 2,… be a sequence of independent random variables.  

a.  Prove that if  ∑ ⁡𝑃(|𝑋𝑘
∞
𝑘=1 |> 1) = ∞ then ∑ ⁡𝑋𝑘

∞
𝑘=1  diverges a.s.   

 

For the rest of the problem we assume that for each 𝑘 = 1, 2, … ⁡⁡|𝑋𝑘| ≤ 1, a. s.⁡⁡⁡⁡⁡ 

 

b.  Assume that  ∑ ⁡var(𝑋𝑘
∞
𝑘=1 ) = ∞.   

(i) Prove:   
∑ ⁡𝑋𝑘−𝐸(⁡𝑋𝑘)
𝑛
𝑘=1

√∑ ⁡var(𝑋𝑘
𝑛
𝑘=1 )

  converges in distribution to standard normal 

distribution. 

(ii) Prove that if in addition to the assumption ∑ ⁡var(𝑋𝑘
∞
𝑘=1 ) = ∞ we also 

assume that    ∑ ⁡𝑋𝑘
∞
𝑘=1  converges a.s.  then   

−∑ 𝐸(⁡𝑋𝑘)
𝑛
𝑘=1

√∑ ⁡var(𝑋𝑘
𝑛
𝑘=1 )

  converges in 

distribution to a standard normal distribution. Why does this lead to the 

conclusion that if  ∑ ⁡𝑋𝑘
∞
𝑘=1  converges a.s.  then   ∑ ⁡var(𝑋𝑘

∞
𝑘=1 ) < ∞?   

 

c. Prove, by using part b, that if  ∑ ⁡𝑋𝑘
∞
𝑘=1  converges a.s.  then  ∑ ⁡𝑋𝑘 − 𝐸(𝑋𝑘)

∞
𝑘=1   

converges a.s.  and ∑ 𝐸(𝑋𝑘)
∞
𝑘=1   converges. 

    

Problem 4.  

Let {⁡𝑋, 𝑋𝑛}, 𝑛 = 1, 2, … be a sequence of random variables whose values are in 𝒵 ( the 

integers). Recall that with the notation 𝑎+ = max{𝑎, 0} , 𝑎− = max{−𝑎, 0}, we get 

 𝑎 = 𝑎+ − 𝑎−, |𝑎| = 𝑎+ + 𝑎−  , 𝑎 ∈ ⁡ℛ. 

a. Prove:  (i)     ∑ [𝑃(𝑋 = 𝑘) − 𝑃(⁡⁡𝑋𝑛 = 𝑘)]+ = ∑ [𝑃(𝑋 = 𝑘) − 𝑃(⁡⁡𝑋𝑛 = 𝑘)]−⁡𝑘∈𝒵𝑘∈𝒵  

(ii)  ∑ |𝑃(𝑋 = 𝑘) − 𝑃(⁡⁡𝑋𝑛 = 𝑘)| = 2 ∙ ∑ [𝑃(𝑋 = 𝑘) − 𝑃(⁡⁡𝑋𝑛 = 𝑘)]+⁡𝑘∈𝒵𝑘∈𝒵  

b. Find a sequence 𝑎𝑘 ≥ 0, 𝑘 ∈ 𝒵  so that the following holds: 

(1)   𝑎𝑘 ≥ [𝑃(𝑋 = 𝑘) − 𝑃(⁡⁡𝑋𝑛 = 𝑘)]+, 𝑘 ∈ 𝒵,   and  

(2)    ∑ 𝑎𝑘𝑘∈𝒵⁡⁡ < ∞.    

 

c. Prove that if 𝑋𝑛 ⟹ 𝑋 (converge in distribution as 𝑛 → ∞) then 

 ∑ |𝑃(𝑋 = 𝑘) − 𝑃(⁡⁡𝑋𝑛 = 𝑘)| → 0𝑘∈𝒵 , as 𝑛 → ∞. 

Hint.  Prove first that 𝑋𝑛 ⟹ 𝑋 implies 𝑃(⁡⁡𝑋𝑛 = 𝑘) → ⁡𝑃(𝑋 = 𝑘), 𝑘 ∈ 𝒵. 

 

 

   

 



Problem 5. 

In this problem 𝑛 = 2,3, …⁡⁡⁡⁡ Let  (𝐺𝑛)⁡denote  an integer-valued sequence of random variables 

defined on a probability space with  𝐺2 ≡ 1.⁡In what follows 𝐺𝑛+1 ∈ {𝑘, 𝑘 + 1} if  𝐺𝑛 = 𝑘, 𝑘 ∈ 𝒵⁡ 

which leads to 𝐺𝑛 ∈ {1,… , 𝑛 − 1}.  Using the notations:  

                                      𝑋𝑛 ≡
𝐺𝑛

𝑛
, ⁡⁡⁡⁡⁡⁡⁡⁡⁡ℱ𝑛 ≡ 𝜎{𝐺𝑘 , 𝑘 = 2,… , 𝑛} 

and⁡letting 𝑃ℱ𝑛  represent conditional probability given ℱ𝑛, we assume:  

                   𝑃ℱ𝑛(𝐺𝑛+1 = 𝐺𝑛 + 1) = 𝑋𝑛  and ⁡⁡𝑃ℱ𝑛(𝐺𝑛+1 = 𝐺𝑛) = 1 − 𝑋𝑛.   

a. (i)   Prove that (𝑋𝑛, ℱ𝑛) is a martingale.  

(ii)  Prove that 𝑋𝑛⁡converges⁡⁡a. s. as 𝑛 → ∞.  Denote the limit random variable by 𝑋.⁡ 

Prove also that 𝐸(|𝑋𝑛 − 𝑋|𝑝) → 0, 1 ≤ 𝑝 < ∞.  

 

b.  Prove that 𝐺𝑛 is uniformly distributed on {1,… , 𝑛 − 1},⁡namely: 

 𝑃(𝐺𝑛 = 𝑘) =
1

𝑛−1
, 𝑘 = 1,… , 𝑛 − 1.   Hint: use mathematical induction. 

 

c. Identify the distribution of 𝑋. (observe: 𝑋 is defined in part a(ii)) 

 

 

 

 

Problem 6. 

  Let {𝐵𝑡: 𝑡 ≥ 0} denote a standard Brownian motion.  Let 𝑇𝑎 = inf{𝑡:⁡⁡𝐵𝑡 = 𝑎} , 𝑎 > 0.  

a. (i)  Prove: 𝑃(𝑇𝑎 < 𝑡) = 2𝑃 (𝑍 <
−𝑎

√𝑡
) , 𝑎 > 0,  where 𝑍~𝑁(0, 1). 

(ii)  Find explicitly 𝑓𝑇𝑎(𝑡), 𝑡 > 0 (the density of 𝑇𝑎 ) by differentiating the formula in (i). 

 

b.  Prove by using part a) that  𝑇𝑎 = 𝑎2𝑇1 in distribution. 

 

c. (i)  It is proved in the book that 𝑇2 = 𝑇1 + 𝑇̃1 in distribution, where 𝑇̃1 is an independent 

copy of  𝑇1. Also, it follows from part b) that  𝑇2 = 4𝑇1 in distribution.  What can we 

conclude about  𝐸(𝑇1) from those two results? 

(ii)   What can be said about the relationship between the quartiles of 𝑇1 and 𝑇2. 

 

 

 

 



 


